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The Goal: Matching Bounds (asymptotically)
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Let $\mathcal{P}$ be the set of probability distributions supported over $M \in \mathcal{M}$ with densities bounded from below by a constant $a$. 
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**Tubular**

Let \( Q_{M,\sigma} \) be uniform on \( M^\sigma \).

\[ Q = \{ Q_{M,\sigma} : M \in \mathcal{M} \} \]

**Additive**

\[ Q = \{ P \ast \Phi : P \in \mathcal{P} \} \]

\[ \Phi \text{ is Gaussian with } \sigma \ll \tau \]

or \( \Phi \) has Fourier transform bounded away from 0 and \( \tau \) is fixed.
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Total Variation Distance:

\[
TV(Q_1, Q_2) = \sup_A |Q_1(A) - Q_2(A)|
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Sampling Rate:

\[
n(\epsilon) \geq \left(\frac{1}{\tau}\right)^d \log \frac{1}{\epsilon}
\]
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1. Is the reach the *right* parameter?
2. What about manifolds with boundary?
3. Homotopy equivalence?
4. How to choose parameters?
5. Are there efficient algorithms?
Thank you.